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Ethical guidelines, Ethics teams…
Since 2016:
● More than 350 international ethical guidelines, most of them from 

industry. Almost all of them emphasise the need for AI 
transparency. 

● Many ethics teams have been established.

2023:
● Twitch closed its ethics team last month. This follows similar 

moves at Twitter, Meta and Microsoft in the last six months. 
● How about applied AI Transparency? 

Our research shows that AI transparency is still in its infancy. 



The Concept: I. Thematic Dimension
Range of Information that should be provided



The Concept:

Informatio
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The Concept: II. Functional Dimension
Transparency as a means to an end
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The Research

● The Mission: XAI reality check, understand the challenges of 
the builders and translate them into action, help bridge the 
gap.

● 52 survey participants
Machine learning Engineers, Software and automation engineers, 
Developers, Data scientists, Product Designer, Product Manager, QA 
tester.
7 Interviews 



What did we 
learn?



Motivating Factors





Mapping the Challenges

● Lack of intrinsic motivation
● Lack of education /awareness 

/maturity
● Lack of work ethics/ oathsNon-

implementation
Cycle

● Lack of business incentives
● Lack of public interest & pressure

● (Perceived?) Lack of regulation 
● Lack of harmonized standards

● Lack of fitting tools
● Lack of resources
● Lack of reliable explanations
● How to deliver transparency

to different stakeholders

METHODS

INCENTIVES

ETHICS
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Ranking of Challenges & Obstacles





● Explainability tools are useful in some cases, but are fundamentally 
limited.

● Guidance: Is interpretability is a design requirement? The use of 
interpretable models is recommended.

● In many cases, an interpretable model can be just as accurate as the best 
black box model.

Interpretable-by-design models



    What comes next?



Status quo & gaps
2022/2023

Guidance on 
Transparency 
Requirements

Art 13 AI Act

The “form” of 
Transparency

Help to shift industry norms & inform enforcement bodies/ AI auditing

1 2

Transparency delivery
2023

“High-risk AI systems shall be 
designed and developed in 
such a way to ensure that 
their operation is sufficiently 
transparent to enable users to 
interpret the system’s output 
and use it appropriately.” Art 
13 AIA

https://foundation.mozilla.org/en/research/library/ai-transparency-in-practice/ai-transparency-in-practice/
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Transparency delivery
2023

Synthetic content 
labeling & 
disclosure 

Art 52 AI Act

AI disclosure
2023

https://foundation.mozilla.org/en/research/library/ai-transparency-in-practice/ai-transparency-in-practice/


Thank you.
If you would like to connect 
or be involved in our research, 
get in touch with us! 

ramak@mozillafoundation.org

mailto:ramak@mozillafoundation.org
https://foundation.mozilla.org/en/research/library/ai-transparency-in-practice/ai-transparency-in-practice/

